Paper / Subject Code: 88901 / Software Engineering

15 o T omps ) Chvtin. s /e or 9.

Time: 3 Hours

Note:- 1. Q1 is compulsory.
2. Solve any 3 question from remaining questions.

Q1 Attempt any 4

a) Differentiate in between waterfall and spiral model.

b) List out Requirement Elicitation Techniques. Explam‘any tWo methads
¢) What is process and project metrics? Explain 3 P’s ¢

d) Ilustrate design issues. -

e) Explain FTR.

f) What is testing? What is the role of testmg in sc;ftw, :

Q 2 a) Develop the SRS for University Managem~
b) Explain the process of CMM. : : (10)
Q3 a) Explain Coupling and Cohesw: - Bxplairi th&‘ﬁypes £ couplir (10
b) What are the testing stratqgf N : (10)
Q4 2) Differentiate between FP ’eased LO o based-cost estimation techn ques. ‘ (10)
b) What is user interface de: n’fExpiamlt with' exampie » 2 (10)
' (10)
(10)
0X.and Black: Box:. (10)
¢ Version control, - (10)
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(Time: 3 Hours) Total Marks: 80 -

¢ (1) Question No. 1 is compulsory :
(2) Attempt ant three questions out of remaining five qu'estio'ns

\

(a) Differentiate between system software and appllcatlon software RN i‘.ﬂ‘S] .

(b) Explain different functions of loader. [05]- .
(c) Explain forward reference problem and how it is handled in assembler [05]
design.
(d) Explain macro and macro expansion. ~ : - [05]
(a) Find FIRST & FOLLOW for the followmg grammar ‘ ¥ + [05)
S->Bb | Dd :
B->aB | ¢
D->cD |e
(b) Generate three address code for following code - [05]
while(a<b) do ' ‘ '
if(c<d) then
x=y+2
else
 X=y-2
(c) With reference to assembler explam the followmg table with suitable [10]
example
(i’)MOT i (:ii)POT (1ii)ST (iV)BT
(a) Explam Synthesnzed and Inherited attrlbute with example. [10]
(b) Explain different code: optlmlza‘clon techmques with example. [10]
(a) - Apply dead code elimination techniques for following code [05]
int count;
void foo( )
int i
i=1;
count=1;
~count=2;
return
count=3'
- (b) Ehmlnate left recursxon from the following grammar [05]
S=>(L) | x
2 L=>L,S|S :
(c) Explain different types of loaders in detail. [10]
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- FAPET / SULJECL LOUE: 3BYVL / SyStem rrogramming ana Lompiier Lonstrucason

S (a) Draw flowchart of a Pass-I of two pass assembler design and explam 0 [10] FAl
detail. S e o
(b) Explain different features of macro with example. - : S -
(a) For the following grammar construct LL(1) parsmg table and parse the [10]
string (a-a) ; FE
S=F .
S->(S-F) :
F=>d : e :
(b) Explain different issues in code generation. _ : , - [10]
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Time: 03 Hours

/

L Marks: 80
1. Question 1 is compulsory.

2. Answer any three out of remaining five questions. 3P
3. Assume any suitable data wherever required and justify the same A e

What are spatial data structures? Outline their 1mportance in GIS 5}
What is Metadata? Why do we need metadata when search engmes Tike Google seem- * [5]
so effective? ‘ !

In real-world data, tuples with missing values. for $0
occurrence. Describe various methods for handlmg this pre
With respect to web mining, is it possible to detecf: Vrsual objeéts usmg efa-objeot ;

Suppose that a data warehouse for DB- Unzvemzly con31sts of the four drmensrons [10]
student, course, semester, and instructor, and two measures count and avggrade Atthe -
lowest conceptual level (e.g., for a grven ‘student, course,’ ‘semester, and instructor |
combination), the avg-grade measure stores the actual course grade of the student. At
higher conceptual levels, avg-grade stores the average grade for the glven comblnatlon
1. Draw a snowflake schema diagram for the data warehouse. © -
ii.  Starting with the base cuboid. [student course, semester, strwt' "],J”what spe01ﬁc
OLAP operations (e.g., roll-up from semester.to year) should “you perform in order
to list the average grade of CS-courses for each DB- University student.

What is the relationship between data warehousmg and’ data rephcation? Which form of [10]
replication (synchronous or asynchronous) s better suited for data warehousmg" Why?
Explain with approprlate examp‘le 3 5

The following tab{e consrsts ”'rarmng data from a:n employee d‘atabase The data have [10]
been generahzed For example, “31: : 35” for age represents the age range of 31 to 35.

For a given row entry, count- represents the number of data tuples having the values for
department, status, age, and salary given in that row:

department status age salary count
sales senior 31 ... 35 46K ... 50K 30
sales janior 26 ... 30 26K ... 30K 40
sales junior 31 ... 35 31K... 35K 40
systems junior  21... 25 46K ... 50K 20
systems senior 31...35 66K... 70K 5
systems junior 26 ... 30 46K ... 50K 3
systems senior 41...45 66K... 70K 3

marketing senior 36 ... 40 46K ... 50K 10
marketing janior 31 ... 35 41K ... 45K
secretary senior 46 ... 50 36K ... 40K
secretary junior 26 ... 30 26K ... 30K

Let status be the class label attribute.

' ‘How would- you modify the basic decision tree algorithm to take into consideration
- _the count of each generalized data tuple (i.e., of each row entry)?

i Use your algorrthm to construct a decision tree from the given data.

Page 1 of 2
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raper/ »upject Lodae: 33yus / Data warehouse and vimmg o oo

Why is tree pruning useful in decision tree induction? What i dfawback of usmg; a
separate set of tuples to evaluate pruning? Given a decision trees IV  optio
(i) converting the decision tree to rules and then pruning the ‘resulting rules, or (i

pruning the decision tree and then converting the pruned tree to’ rules What advantage R
does (i) have over (ii)? SN

Suppose that the data mining task is to cluster pomts (wrth (x y) representlng locatlon) oy - -
into three clusters, where the points are: A (2, 10) Az (2, 5) A3 (8 4), Bi (5, 8) Bz (7 '
5),B3(6,4),Ci1(1,2),C:(4,9). T
The distance function is Euclidean distance. Suppose 1nrt1a11y we assrgn A1 B £ and C{J’ e

as the center of each cluster, respectively. Use the -means algorxthm to showzbf,_' %
The three cluster centers after the first round of executron (11) The ﬁnai t’hree cluster ,

Briefly outline with example, how to oempute the drssmnlanty between ob]ects [10]
described by the following: i F e :
i.  Nominal attributes

ii.  Asymmetric binary attribqtetS.Q -

Frequent pattern mining algorlthms c0n51ders only dxstmct 1tems ina transactlon [10]
However, multiple occurrences of an item in the same shoppmg basket, such as four
cakes and three jugs of milk, can be important in transactional data analysis. How can
one mine frequent itemsets- efficiently considering - multiple occurrences of items?

Generate Frequent Pattem Tree for the follewmg transactlon wrth 30% minimum
support:

Transaction ID I»ternsn o i ]
Tl &= 4 F ‘
22
T3~

T4

2y "\Use complete lmkage algorithm to find the clusters from the following dataset,

leferentlate between slmpie hnkage average linkage and complete linkage algorithms. [10]

4 BOS P R4 L
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Data qualzty can: be assessed in terms of several issues, including accuracy, [10]

ompleteness ‘and consrstency For each of the above three issues, discuss how data
V,'ahty assessment can depend on the intended use of the data, giving examples. Propose

“two other dimensions of data quality.

| '1"Present an example where data mining is crucial to the success of a business. What data  [10]
mmmg fun}ctwnalztzes does this business need (e.g., think of the kinds of patterns that

ould be mined)? Can such patterns be generated alternatively by data query processing
sunple statlstlcal analysis?

* Kk %
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. Question No. 1 is Compulsory.
_Solve any THREE from Question No. 2 10 6.
_ Draw neat well labeled diagram wherever necessary.

st security goals. Discuss their significance.

Enli
s bit orlented“f Y

Compare AES and DES. Which one i
AH)? How doesif'; rotes

What is authentication header(
lities. How mﬂn ‘brhtles are exploited 10

List various Software Vulnerabi
launch an attack.

Encrypt the plaintext message «SECURITY” using afﬁne c1pher thh the key
pair 3, 7). Decrypt to get back original plamtext : b W

Explain different types of Demal of Servme attacks
nique W1th a cemmon (10)

se the leﬁe—Hellman key exchange tech
v that 7 1 primitive: root of 71. Tfuser A has

If user B has pftvate key y—12

.\\‘

Users Aand Bu
prime 71 and prlmltlve root 7. Sh
prlvate key x=3, what is A” _ Key Ri?
what is B’s public key Rz" What is the shared secret key”

What are trad1t10na1 mphers" Dlseuss any- one. substtmﬂon and ﬁansp031t10n (10)

cipher with example. Lxst therr merits and dem
Alice chooses p *‘hh P O 3)and B ,éh S P (10)
Calculate theirpri te“key ishe o send message m
message sxgrmflg and Veriﬁeatlorr usmg RSA d1g1ta1 s1gnature“ |
stcuss in detaﬂ block c1pher modes of operatlon (10)
What is: the need ef SSL’7 Explam all phases of SSL Handshake protocol in (10)
i e’f the cryptographlc hash funct10ns‘7 Compare MD5 (10)
"‘-State real world apphcatlons of hash functions.
0 (20)
a.. Kex:beros 5o ‘
b. Buffer Overﬂow F
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(3 Hours) Total Marks: 80

N.B. : (1) Question No. 1 is compulsory.
(2) Attempt any three questions out of remaining five.

a) What is Machine Learning? How is it different than Data Mxmng" ‘

) Why Dimensionality Reduction is very Important step in Machine Learning? ‘
(c) Determine weights and threshold for the given data using McCulloch-Pitts neuron model. Plot  [05]
all data points and show separating hyper-plane.

X1 X2 D

0 0 0 -

0 T 0 W

1 0 1

1 1 0
(d) Describe Down Hill Simplex method. Why is it called Derivative Free method? [05]
(a) Explain the steps of developing Machine Learning applications [10]
(b) Consider Markov chain model for ‘Rain’ and ‘Dry’ is shown in following figure. [10]

Two states: ‘Rain’ and ‘Dry’. Transition probabilities: P(‘Rain’|‘Rain’) = 0.2, P(‘Dry’|‘Rain’)
=0.65, P(‘Rain’|‘Dry’) = 0.3, P(‘Dry’|'Dry’) = 0.7, Initial probabilities: say P(‘Rain’) = 0.4,
P(‘Dry’)=0.6.

Calculate a probability of a sequence of states {‘Dry’, ‘Rain’, ‘Rain’, ‘Dry’}.

() Minimize f(X1,%;) = 4%; — 2%z +2xf + 2%z + x3 {10}
With starting point X; = {g} using the steepest descent method.

(Perform two iterations).

(b) Explain following terms Initial hypothesis, Expectation step and Maximization step w.r.t E-M [10]
algorithm. Explain How Initial hypothesis converges to optimal solution? -
(You may explain it with an example)

(a) Why Dimensionality reduction is an important issue? Describe the steps to reduce - [10]
dimensionality using Principal Component Analysis method by clearly stating mathematical
formulas used.

53 Rl Page1of2

1OROARRASRNTRTRSANSCRIONIFNAFAR



Lapu s suujeet Cyue; 00ZYd / LIeCUVE - 1) viacnine Learnmg .

(b) For the following data, Calculate
and generate two leve] deep decis

W —Tcor;c\rwfaulting Credit Score Location Give Loan? \\
i Tow high high bad o e
2 low high high “good no ‘¥
3 high high high bad yes
4 medium medium high bad yes s
> medium low low bad no
6 medium low low good yes
[ high low low good yes
8 low medium high bad no
low low low bad no
medium medium low bad no i
low medium low good yes -
medium high good yes -
high low ™1 bad no
medium high I— good yes
Explain fol lowing terms w.r.t Bayes’ theorem with proper examples. [10]
(a) Independent probabilities
(b) Dependent probabilities
(c) Conditional Probability
(d) Prior & Posterior probabilities
Define Bays theorem based on these probabilities.
Draw and discuss the structure of Radial Basis Function Network. How RBEN can be used to [10]
solve non linearly separable pattern?
Attempt any four 200
Ilustrate Support Vector machine with neat labeled sketch and also show how to derjve ~
optimal hyper-plane? : Nt

Differentiate: Derivative Based and Derivative free optimization techniques.

Explain how regression problem can be solved using Steepest descent method. Write down the
steps. -

Write Short note on ISA and compare it with PCA

DownHill simplex method,
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