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(1) AII questions are compulsory.
(2) Draw neat diagrams wherever appiicable.
(31 Assurne suitable data, if necessary.
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Solve any two questions out of three: (05 marks each)

a1 \l'hy is learni*g important in .ANN? Explain it with an exa,rple? caz U

b) State the resting algorithm for perceptron ){etwork. U

e) Explain different topologies irsed in Self Organizing Map.
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Q2 Solve any two questions out of three: (05 marks each)

a) ,rf Adaline netrvorks in detailsExplain any {ive co3 U

h) Explain SOM learning atrgorithm with example. co4 U

c) Expiain hoiv tire expert systeft is used for ]ow back pain cliagnosis co6 U

Q"3 Solve any fwo questions out of three. (I0 rnarks each).

Design a Hebb net to impieurent logical oR function (use bipolar input and
targets) c(]2 Ap

f]onstruct an autoassociative netrvork to store the vectors x1:[1 1 1 ] 11,

x?:[1 -1 -l I -tr], x3:[-l 1 -t -1 -i]. Find weight matrix rvith no self_
connectiorr^ Calculate the energy of the stored patterns. Using discrete
l{opfiold network test patternsr if the test pattern are given 3s al=,[l I I -l
tr1, xZ:il -1 -1 -l -11 and *?=[1 1 -1 -l -]1. C.mpare the test patterns
energy witir the stored pattems erlergy.

co5 Ap

c)
F.xplain folii:wing terminology related to neurar *etlr.ork with exarnple,
1'weight 2. Bias 3. Thresholdl .4. Learnir:g Rate 5. Monrentum factor
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a.* Solve any ttt'o of three. (10 marks each)questions o,ut

co5 Ap

Train the hetroassociative memory netlvork usiug outer product rule to store

iriput row veotor s:(s1, s2, s3, :ia) to the output rolY vector t-(t1't2), use vector

oair as given in the tbllorving table,

Apco3Irriplement ANDNOT functjon with bipolar inputs and tai"gets usittg

peiceptron training algorithm, I-earni'g rate is 1 and tlireshold is 0.

Apca2:)

*

fotheto lclrvingth,oHebb find performthe rule, requiredn'eightsUsing
IS shorvtr,,L Theand

((ui,'
theof pntterirclassifications inputgiven patterns

)tr tlie alueThethe3x3as syrnbols representmatrix squares,fornl
a( theto rnernbersClonsider c(u"

indicatetheand belongssqufrTesempty
ofto membersthenotdoes"Landvalue Lrelongclassof has )(so

ciass (so has target -r.).
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