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Instructions:
(1)All questions are comPulsorY.
(2)Draw neat diagrarns wherever applicable.
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QuestionQ.No

Solve any two questions out of three: (05 marks each)Q1
co1 UnDifferentiate between the Supervised, Unsupervised and Reinforcement Learning

with example.

co1 UnDefine Accuracy, Precision, Recall, F1-Score, and Specificityb)

coz Un

10

c)

Q2 Solve any two questions out of three: (05 marks each)

UnWhat is Principal Component Analysis (PCA), and what are its primary goals?a)

Unco4b)

10

co3 ApUse Naive Bayes Classifier to classify the following tuple:

Outlook Temperature Play tennis

Sunny
Sunny

Overcast
Rain
Rain

Overcast

Hot
Hot
Hot
Mild
Cool
Cool

No
No
Yes
Yes
Yes
Yes

X_ :Hot

Q.3 Solve any two questions out of three. (10 marks each)

co3 UnExplain in brief the working of SVM.a)

I
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Explain logistic regression with an example.

cos
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classification

withML exampleslnaurveAUCandROCExplain ahas rareatient geneticawhetherdetectto pusedismodelA binary2. aonThe model's performanceclass).notcla (Negati'reorositive ss)(Pdisorder PositivesTrue59NTrue (TN):egativesfollows:ASsummarized1Sdatasettest
1 J(FN)False NegativesPositives 4,81 alse (FP):F(TP): F Score,Recal1,Precision,AccuracYmetrics:the performanceCalculate following

b)

co3

Age 20 32 18 29 47 45 46 48

29k

45

22k
Salary 86k 18k 82k 8k 25k 26k 28k

Bought 0 0 0 0 1 I 1l I 1

What is the main difference between k-Means andk-Nearest Neighbours?

6zooo will buy a car30 and salarypersott with agewhether apredictUsing KNN,
Consider k:3or not.

uestions ksmar0 each)of three. (1outtwoSolve any qQ.4
Unco4

Write a short note on derivative free optimization methodsa)

Apco5
Use Principal Componeni Analysis G'CA) to arrive at

from other dimensionality reduction techniques like Linear

ven data.

Discriminant AnalYsis (LDA)?
How does PCA differ

thp transformed matrix for'
b)

caz
What is pruning in Decision Trees? Build a

Instan al a2 a3 Classification

1

2

J

4
5

6
,7

I
9

1 0

True
True
False
False
False
True
True
True
False
Faise

Hot
Hot
Hot
Cool
Cool
Cooi
Hot
Hot
Cool
Cool

HiCh
High
High
Normal
Normal
High
High
Normal
Normal
High

No
No
Yes
Yes
Yes
No
No
Ytis
Yes
Yes

CART

decision tree for the given dataset using
c)
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