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	Semester: June - Oct 2025
Maximum Marks: 50 marks        Examination: ETE Exam        Date:29/10/25          Duration: 2  hrs

	Programme code: 01
Programme: MBA Major-Operation
	Class: SY
	Semester/Trimester: III

	College:  K. J. Somaiya Institute of Management
	Name of the department/Section/Center: DST


	Course Code:   17P2271              
	Name of the Course:   AI & ML in Operations

	Instructions: 
1. Question No. 1 is compulsory. 
2. Attempt any three from Q.2 to Q.6
3. Allow scientific calculator. 



	Question No.
	
	 Max.
Marks
	CO 

	Q1.
	Case Study: Predictive Maintenance for Manufacturing Equipment
SmartFab Industries, a mid-sized manufacturing company producing automotive parts, is struggling with unexpected equipment failures that disrupt production schedules and increase maintenance costs. The operations team decides to use supervised machine learning to predict whether a machine is likely to fail in the next week, allowing for predictive maintenance instead of reactive repairs.The dataset contains real-time sensor readings and historical maintenance data from 300 machines collected over 18 months. The key variables include:
Machine_ID – Unique identifier for each machine
Temperature – Average operating temperature (°C)
Vibration_Level – Average vibration intensity (m/s²)
Power_Consumption – Energy used per hour (kWh)
Run_Hours – Hours since last maintenance
Maintenance_Cost_Last_Month – Total spent on maintenance last month
Failure_History – 1 if the machine failed before, 0 otherwise
Will_Fail_Next_Week – Target variable (1 = yes, 0 = no)


The operations analytics team uses supervised classification algorithms like Logistic Regression, Random Forest, and XGBoost to train the model. After evaluating performance using the confusion matrix and ROC curve, the model with the best accuracy and recall is chosen. The goal is to reduce downtime, optimize maintenance schedules, and improve operational efficiency.

Questions 
a) Which type of supervised learning problem does this represent — classification or regression? Justify your answer. 
b) Why is data preprocessing critical before training the predictive maintenance model? 
c) How could feature selection improve the model’s accuracy and interpretability? 
d) Suppose the model misclassifies a few failing machines as “non-failing.” What are the operational implications of such errors? 
e) How can the confusion matrix and ROC curve help evaluate model performance in this scenario? 
f) What kind of business value can SmartFab achieve by successfully implementing this supervised learning model? 
g) Suggest two ways to continuously improve the model once deployed in real production.
	(20)
	CO3

	Q2.


	a) A company wants to predict monthly sales based on advertising spend in TV, Radio, and Social Media. Which supervised learning algorithm would you use? Justify your choice. 
b) Explain how Support Vector Machine can be used for the classification of linearly separable data.
	(05)


(05)
	CO2


CO1

	Q3.
	a) What is Feature Engineering in machine learning? Explain two specific techniques of feature engineering (e.g., creating interaction terms, one-hot encoding) and their importance in improving model performance. 
b) Following is the training data for a group of sales representatives. Based on this data use the k-NN algorithm and classify a new representative, Rhea (Sales Volume = 110 units, Calls Made = 9), into High, Medium, or Low Performer. Use K=3. 
	Name
	Sales Volume (units)
	Calls Made
	Class

	John
	120
	11
	High

	Alice
	90
	7
	Medium

	Ben
	85
	8
	Medium

	Clara
	140
	12
	High

	David
	70
	5
	Low

	Eve
	65
	6
	Low

	Frank
	100
	9
	Medium



	(04)





(06)
	CO1





CO2

	Q4.
	Case Study: Medical Diagnostic Model Evaluation
A new machine learning model was developed to help diagnose a rare but serious condition in patients based on laboratory results. The model was tested on a blind set of 1,500 patient records. The resulting Confusion Matrix, where the Positive class is Actual: Disease Present, is as follows:
	
	Predicted: Negative 
(Healthy)
	Predicted: Positive 
(Disease)

	Actual: Negative 
(Healthy)
	1400
	10

	Actual: Positive 
(Disease)
	45
	45



a) Compute the Accuracy, Precision, Recall, and F1-score for this model.
b) Explain why Recall might be more important than Accuracy or Precision in a medical diagnostic setting for a serious disease, and suggest two specific techniques to improve the model's Recall score.
	(10)
	CO2

	Q5.
	a) Compare and contrast Supervised Learning, Unsupervised Learning and reinforcement learning algorithm.
b) Define Artificial Intelligence. Explain the different domains of Artificial Intelligence.
	(04)


(06)
	CO1


CO1

	Q6.
	A bank wants to predict whether a customer will default on a loan.
i) Would you recommend a Decision Tree or Random Forest for better accuracy? Why? Justify your answer 
ii) Explain how Random Forest reduces overfitting compared to a Decision Tree.
	(10)
	CO2
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