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	Semester: June - Oct 2025
Maximum Marks: 50 marks        Examination: ETE Exam        Date:28/10/25          Duration: 2  hrs

	Programme code: 01
Programme: MBA Major-BADS
	Class: SY
	Semester/Trimester: III

	College:  K. J. Somaiya Institute of Management
	Name of the department/Section/Center: DST


	Course Code:   17P2271              
	Name of the Course:   AI & ML Application in  Business

	Instructions: 
1. Question No. 1 is compulsory. 
2. Attempt any three from Q.2 to Q.6
3. Allow scientific calculator. 



	Question No.
	
	 Max.
Marks
	CO 

	Q1.
	Case Study: Employee Attrition Prediction
A multinational company wants to predict which employees are at risk of leaving in the next 6 months. Data includes demographics, tenure, performance ratings, promotion history, compensation, and engagement survey scores. The HR department wants to proactively improve retention.
Questions:
i) Which ML approach (classification/regression) is appropriate for attrition prediction? Why?
ii) How can HR use predictive insights to reduce employee turnover?
iii) What features might be most predictive of attrition?
iv) Which algorithms (e.g., Logistic Regression, Decision Tree, Random Forest) would you recommend and why?
v) How can fairness and bias be monitored in HR predictive models?
vi) What metrics would HR use to measure model effectiveness?
vii) How can employee privacy be ensured when using sensitive data?

	(20)
	CO3

	Q2.


	a) Define Reinforcement Learning (RL) and explain, with examples, the three most crucial components of an RL system (Agent, State, and Reward).
b) Compare Narrow AI, General AI and Super AI. Give suitable example for each.
	(05)



(05)
	CO1



CO1

	Q3.
	a) What are overfitting and underfitting in machine learning? When do these phenomena occur, and what are the primary techniques to avoid each of them to ensure a robust model?
b) Apply the k-Nearest Neighbors (KNN) classification algorithm to the following dataset and predict the class value for the new point (4,5) for K=3.
	Data Point
	Feature 1 (x)
	Feature 2 (y)
	Class

	P1​
	2
	2
	Red

	P2​
	3
	4
	Red

	P3​
	6
	3
	Green

	P4​
	7
	6
	Green

	P5​
	8
	2
	Green

	P6​
	1
	6
	Red



	(05)



(05)
	CO1



CO2

	Q4.
	A financial institution tested a model on 2,000 transactions to detect fraudulent activity. The confusion matrix is as follows:
	
	Predicted: Legitimate
	Predicted: Fraud

	Actual: Legitimate
	1780
	60

	Actual: Fraud
	40
	129



a) Compute the accuracy, precision, recall, and F1-score.
b) Explain why recall might be more important than accuracy in fraud detection, and suggest techniques to improve recall.
	(10)
	CO1

	Q5.
	a) How can we ensure that there are clear accountability mechanisms in place when AI systems are deployed in critical sectors (e.g., healthcare, transportation, finance)?

	(10)
	CO1

	Q6.
	Model Selection in Customer Churn Prediction
A telecom company is experiencing a significant increase in customer churn and wants to develop a predictive model to identify customers who are most likely to leave the service. The dataset includes customer demographics, service usage patterns, contract type, payment history, and monthly charges. The company’s objective is to use these variables to predict whether a customer will churn in the next three months.
a) A telecom company wants to predict whether a customer will churn.
i) Would you recommend using Logistic Regression or Support Vector Machine (SVM) for this task? Justify your choice based on dataset characteristics and interpretability.
ii) Explain how SVM’s kernel trick helps in handling non-linearly separable data.
	(10)
	CO3
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