
K. J. Somaiya Institute of Technology, Sion, Mumbai
(An Autonomous Institute Affiliated to the University of Mumbai)

End Semester Examination: Nover.nber - Decenrber 2025

Prograrr: B.Tech. (lnfonr-ration Technology) Scherre: ill
Regular Examination: TY Ser-nester. \/

Course Code: Data Mirring lor Artiflcial lntelligence Course Nanre. ITC502

Date of Exam:2611112025 Duratiorr: J.5 Hours Mar. Marks: 60

Instructions:
(1) All questions are compulsory.

(2) Drarv neat diagrarns r,vherever applicable.

(3) AssLrme suitable data. if necessary.
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Q1 Solve any trvo questions out of three: (05 marks each)

a) Using the Advertising-Sales prediction dataset given below. perlbrnr

prediction analysis to determine the relationship bctw,een Acivertising ancl

Sales. Also estimate Sales value lvhen Advertising erpenditr-rre is 22 Lrnils.

-) A

A
b) Ditferentiate supervised learning and unsuper"visecl learning by explaining

horv each technique can be applied to solve probierns in the healthcare

domain, such as disease prediction and patient groLrpinu.

4

c) Explain horv OLAP operatior-rs such as roll-up, drill-down, slice. and dice can

be applied to analyze healthcare patient data fbr et'l'cctive clinical decision-

making.

t0

I U

Q2 Solve any trvo questions out of three: (05 marks c'ach)

2 A

a) A telecom company is analyzing the call-drop collnts (number of call laiiures

recorded each day) fior.r-r one ol its bLrsy netr.vork to\\iers. -l'o relnoru noise

airrl cietect service qr-raiity trends, tlre conrpany uses binning-basecj srnoothing

methods. The fblloiving clataset contains call-dlop counts tor 24 days: -5. 7. (r.

25.28,26,9, 12, 11. 50, 52, 48, 8, 6.1,30.29,21. 13. 10. t2" ,55. 57. 54.

Usingthe above dataset, divide the data into 4 eqr-ral-fiequencv bins. perlbnr
Srnoothing by Bin Means, by Bin Median, and by Bin Boundaries.

b) A national retail chain wants to irrplement Big Datu Analvtics to unclcrstiincl

cLrstonrer purchasing behavior and optimize iuventon, nranagenrent. trxplain

the 5Vs of big data the cornpany must corrsider r,vhile designing tlris solutiun.

6 A

c) Apply multilevel associrition rule rrining on suitable daltrset

l0

5 A

Q3 Solve any two questions out of three. (10 marks each) 20

I LJ
Sketch and explain steps involved in Krrowledge Discovery fiotr Data

(KDD).
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b) Suppose the data mining task is to cluster the coorclinates ol etuergencv

r-r,edical units for efflcient disaster-response planning. The Lurit location5 ure:

Ar(4, 14), A2(6, B), A3(11,9), B1(7, r3), B2(10" 10)^ B3(8,6), C1(3,4),
C2(6, 12). Each point represerrts a unit's locatior-r (.r. y). Initially, talie Al.
B1, and C1 as the cluster centers. Using ELrclidean clistance.appl.v l<-means

algorithm to assigr-r clusters and corrpute the frnal clr-rster centers.

4 A

c) Consider a banking service usage dataset in tlte fclm <CLrstot.tterlD:

ServicesUsed> as:

<C1 : MobileBanking, ATM, FundTransfer>,
<C2:ATM, CreditCard>,
<C3 : MobileBanki ng, FundTransfer>,
<C4 ; ATM, FundTransf-er>,
<C5: MobileBanking, CreditCard, FundTransfer>.

If the minimum support is 20oh and the minimum confidence is 70%, apply

the Apriori algorithm to find frequent service combinations and generate

strong association rules.

5 A

Q1 Solve any tlvo questions out of three. (10 marks each)

20

a) A hospital wants to stLrdy whether tl-re type of cl'rest clisease is associatcd rvitlr

a patient's smoking habit. Using fbllowing dataset collected liom 60 patienLs.

apply Chi-Square Test of lndeperrdence to deterlr-tit'rc rvhether "disease t1'pc"

is associated rvith "smoking habit".

Disease Type Non-Smoker Total

Pneumonia 12 8 20

Tuberculosis l5 5 20

Norrlal J t7 20

Total 30 30 60

2 A

b) Appiy the Decision Tree aigorithrn to compute Inlbriration Gain and select

the best root node.

AgeGroup ActivityLevel DietType ProgramFollow
Young Low Basic No

Adult Medium Standard No

Senior Mediunr Standard

Young High Advancecl Yes

Aclult Low Basic Yes

Senior High Adi,anced Yes

Yor.rng Vlediurl Standard No

Adult Nledium Basic No

Senior Lorv Advanced Yes

j A

c) Apply Knorvledge Discovery from Data (l(DD) process orr a smaft city

transportation dataset fbr traffic pattern anall,sis.

6 A
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