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Nov - Dec 2425
(B.Tech) Program: Artificial lntelligence and Data Scienr:e Scheme &hrn : T:

Examination:LY Semester:VII
Course Code: AIC701 and Course Name: Deep Learning
t25 Duration: 2.5 Hours Max. Marks: 60

Instructions:
(1).A.ll questions are compulsory.
(2)Draw neat diagrams wherever applicable.
(3).A.ssume suitable data, if necessary.
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QI Solve any two questions out of three: (05 marks each)

10

a) Define deep leaming. Explain different categories of Deep leanr'ing co1 U

b) Explain the structure of a basic autoencoder. What are the encr:der
and decoder responsible for?

co3 U

c) What is a Recurent Neural Network (RNN), and how'is it designed
to handle sequential data?

co5 U

a
,I

Solve any two questions out of three: (05 marks each).

10

a) Explain the concept of backpropagation. How does it he\: in
training MLPs?

col U

b) Apply max pooiing and average pooling to the 7 x 7 image ,,rrith
stridrl and padding:0. Filter will be of s;ize 3 x 3. Compute
output size of the image.

co4 Ap

mathematical model for the word 'The India is rnv co5 Ap

Q,3 Solve any questions out of tlree. (10 marks each)

20

a) Compare SbO, *lrri-batch gradient descent, and full batch gradient
descent in terms of computation, convergence, and stability.

co2 U

o) What is a contractive autoencoder, and how does it differ from
standard and sparse autoencoders? How does a contractive
autoencoder promote robustness to input variations?

co3 U
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c)

convolution,

isWhat 1n the contextpadding of conyolutional andlayers, 1Swhy
it used? What ls 1nstride the context of and how does
it influence the output dimensions?

i$

c04 {.J "

Q.4 Solve any two questions out of three. (10 marks each)

a) Compare Ll and L2
over the other? How
overfittingl

regularization. S/hen might you choose one
do L1 andL2 regularization reduce the risk of

co2 U

b) What is Backpropagation Through Time
to train RNIrtrs? Describe the process
unfolded RNN over multiple time steps.

(BTT), and how is it used
of applying BTT to an

co5 U

c)
using GANs?
have enabled the

What are deep fakes, and how are they generated
Discuss the technological uduur"e*Jnts that
creation ofrealistic deep fakes.

co6 TT(-/
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