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Instructions:
(l)A11 questions are compulsory.
(2)Draw neat diagrams wherever applicable.
(3)Assume suitable data, if necessary.
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Q1 Solve any two questions out of three: (05 marks each) l0

a) List out and explain any 2 applications of NLP in health care industry 6 U

L What is the difference between slmtactic and semantic infor,mation? 5 U

c) What is the role of regular expression and automata in the development of
NLP system?

2 U

Q2 Solve any two questions out of three: (05 marks each) 10

a) Draw the block diagram to explain the NLP steps
1 U

b) What are the problems encountered in PoS taggrng in NLP?
a
J U

c) Explain Semantic analysis? Analyze various approaches for
semantic analysis.

4 U

Solve any two'questions out of three. (10 marks each) 20

a) With examples, explain the grammatical ambiguities in designing NLP
solutions.

1 U

b) How do you identify and segregate the email messages based on
urgency oftasks?

6 U

c) What are orthographic rules used in FST in Porter stemmer? Explain with
suitable examples

2 U

Q.4 Solve any two questions out of three. (10 marks each) 20

a) Explain Rule-Based POS tagging and Stochastic POS tagging in detail and

apply Rule-Based POS tagging in the given sentences

1. "She promised to stop smoking."
2. " Mohan ran fast like a cheetah to catch the cunning thief.

1
J Ap

b) Consider the following corpus:
2 Ap
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"natr.u'al language processing is fun . language models are useful .

natttral language models learn patterns ." calculate the probability
of the sentenee using Bigram and Trigram language models:
"nahrral language models are useful"

c) consider translation from your native language to English. illustrate
various challenges involved at Semantic level.

4 Ap
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