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Instructions:

(1) All questions are compulsory.

(2) Draw neat diagrams wherever applicable.
(3) Assume suitable data, if necessary.

Q. Question Max. CO | BT

No. Marks level

Q 1 | Solve any two questions out of three: (05 marks each) 10

a) | What is Bootstrap Aggregation? Explain its role in ensemble learning. Co3 | U

b) @ (Alarm2\\> CO4 Ap
e

Burglarb

i

ii) Consider the given Bayesian network. Assume that:

P(Alarm1) =0.1

P(Alarm2) =0.2

P(Burglary | Alarm1, Alarm2) = 0.8

P(Burglary | Alarm1, = Alarm2) = 0.7

P(Burglary | = Alarm1, Alarm2) = 0.6

P(Burglary | = Alarm1, — Alarm2) = 0.5

Calculate P(Alarm?2 | Burglary, Alarm1). Show all of your reasoning.

¢) | Explain Model based clustering with suitable examples and diagrams. Cos| U
Q 2 | Solve any two questions out of three: (05 marks each) 10
a) Find the mean of squared error for the given predictions: CO5 | Ap

Y f(x)
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Hint: Find the squared error for each prediction and take the mean of
that.
b) | Explain kernels in SVM along with their applications like Linear 11 rCO4 U
Kernel, Polynomial Kernal and RBF Kernel. \
¢) | Compute following Metrics : Find Accuracy, Precision, Recall ,F1- CO3 | Ap
Score , Specificity
Predicted Spam Predicted Not Spam
Q.3 {Solve any two questions out of three. (10 marks each) J 20 (
a) | Apply CART decision tree (using Gini index) algorithm for the Ap
following table. Find the Gini index of age and income.
Class-Labeled Training Tuples from the AllElectronics Customer Database
RID age income  student  creditraung Class: buys_computer
1 youth high no fair no
2 vouth high no excellent 1o
middleaged  high no fair ves
4 senior medinm  no fair ves
z senior low yes fair ves
& senior low yes excellent. .m0 R CO3
7 middle_aged  low yes excellent yes
B youth medium  no fair no
4 youth low yes fair ves
10 sertor medium  yes fair ves
11 youth medium  yes excellent yes
12 middleaged  medium no excellent yes
13 middleaged  high yes fair ves
14 serior medium 0o excellent no
b) | Compare overfitting, underfitting & best fitting model w.r.t model U
complexity , Bias, Variance , Training error, Test Error (5 mk) CO1
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For a document clustering case study, explain the step-by-step machine
learning development process. (5 mk)

Describe graph—based clustering and explain the different ways of
constructing similarity graphs (g-neighborhood, k-NN graph, fully

connected graph).

Solve any two questions out of three. (10 marks each)

Differentiate between a hard margin SVM and soft margin SVM.(5mk)

Describe Hinge loss used in SVM. (5mk)

Explain Logistic Regression with suitable example (Smk)
Explain ROC, AUC curve with respect 10 Logistic regression
performance metrics with suitable examples. (Smk)

Explain PCA, LDA, and SVD. Write a detailed comparison among the
three with respect to:

« Typeof method

« Objective

« Mathematical method

« Output components

« Projection direction

« Dimensionality reduction ability

o Usecase

« Handle class information?
Applications

***********************
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