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Question

Q1 Solve any fivo questions out of three: (05 marks each)

Uco3a) What is Bootstrap Aggregation? Explain its role in ensernble learning.

Apco4tr)

ii) Consider the given Bayesian network. Assume that:

P(Alarml):0.1
P(Alarm2):0.2
P(Burglary | Alarml, Alarm2) : 0'8

P(Bnrglary I Alarml, - Alarm2) : 0.7

P(Burglary | - Alarrnl, Alarm2) : 0.6

P(Burglary l- Alarml, - Alarm2):0.5
Calculate P(Alarm2 | Burglary, Alarml). Show all of your reasoning.

Alarml Alarm2

Burglary
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c) Explain Model based clustering with suitable examples and diagrams

Q2 Solve any trvo questions out of three: (05 marks each)
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a) Find the mean of squared error for the given predictions:
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Instructions:
(1) All questions are comPulsorY.
(2) Draw neat diagrams wherever applicable'

(3) Assume suitable data, if necessary'
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Hint: Find the squared error for each prediction

that.

ancl take the mean of

Ucol
applications LinearliketireirwithVMS1n alongkernelsExplain

FRB Kernel.andi(ernalPo lynomial,1,Kerne
b)

Apco3
: Find Accuracy, Precision, Recall 'F1-

Predicted SPam Predicted Not SPam

Actual S 90 30

Actual Not SPam 20 160

Compute following Metrics

Score , SPecificitY
c)

Solve any two questions out of three' (10 marks each)
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Gini index of age and incometable. Find the
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Compare overfitting, unclerfitting. & best

.o*pf.*ity , Bias, Variance , Training error'
fitting model w.r.t model

Test Error (5 mk)b)
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Solve anY tlvo questtons of three. (10 marks each)
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OutPut comPonents

Proiection directtou

;i";;;i;"al itY reduction abi I itY

Use case

il."4f. class information?

ApPlications

detailed comParison among the

Explain PCA, LDA' and S

three with resPect to:
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