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Instructions.'

(1 ) A11 questions are cbmPulsory'

(2)Draw neat diagrams wherever applicable

(3)Assurne suitable data, ii necessary
BT
level

COMax.
Marks

Question
a
No.

10

two questions out of three: (05 marks each)
Solve anYQ1

U15

Describe a single-layer feed-forward with a diagram'
a)

U25

Explain the concePt of a percePtron with a cell diagram.
b)

UaJ5
Explain the Saddle Point problem in Neural Network.

") 10

Solve anY two questions out of three: (05 marks each)
Q2

U45
with an aDescribe back

U55

What are hYPerParameters, and discuss their categones'
b) Uo5

What is a kernelc)
20

two questions out of three' (10 marks each)
Solve anYQ.3

U110

sing linear separability, find the response of the OR function and

it.
a)

U,AJ10theandnetworkNa euralofstructurebasicthebeDescri
ackbtheoftheofmodelb)
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c)
lain the convolution operation with the necessary diagrammatic

10 5 U

Q.4 any two questions out of three. (10 marks each) 20

a single neuron in a neural with 5 inputs, each -;,Yith

weight, and a single bias. The goal is to predict

yjred and compare it to a true output y-true.
Data:
Inputs (x): [xl, x2,x3, x4, x5] :12.0,1.5, 3.0, 0.5, 4.0]

Weights (w): [wl, w2,w3, w4, w5] : [0.1, 0.2,0.3,0.4, 0.5]

Bias (b): 0.6

ut true 5.0

IT,, z I-I
a)

b) are the vanishing gradient problem and the exploding gradient

blem? How to address these issues.

10 4 U

c) Explain RNN and its types in detail with an appropriate diagram' 10 6 U,A
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