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Instructious:
( I ) All questions are compulsory.
(2) Draw neat diagrams wherever applicable
(3) Assume suitable data, if necessaty.
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CO BT
level

Q1 Solve any hvo questions ollt of three: (05 rnarks each)

r0

a) Define the curse of dimensionalitl. List and briefly explain any four feature

extraction methods used to redttce dirnettsionalit)', in patterll recognition.
coz U

b) co4 U

c) Explain the concept of Classification and Regression Trees (CART). Describe

holv overfitting and urrderfitting can occLlr in decision trees, aud mention one

rnethod to address each problem.

co3 U

o) Solle anr trvo questions out of three: (05 marks each)

co3 Apa) A company wants to decide whether to approve a loan based on two attributes

Income and Student. The dataset is:

ID lncome Student

I HiGH NO NO
2 HIGH NO NQ

3 MEDIUM NO YES

4 LOW YES YES

5 LOW YES YES

6 LOW NO NO
'1 MEDIUM YES YES

8 HIGH YES YES

9 HIGI-I NO NO

Use ID3 algorithrn to construct a decision tree (Solve upto one iteration only)
Determine the root attribute.
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Define supervised and unsupervised learnirrg. List and explain examples of
algorithms used in each category.
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b) Use the K-means clustering al
data into two clusters.

gorithnr to cluster the followirrg one_dinrensional

Data points: { 1,3,6,8,10, l5,l g,20}.Initial cluster centroids:M l=3, M2= l0 co4 U

c) Explain the Ranclom F
ML algorithms.

orest Ensemble method and compare with other
co5 U

Q.3 any two q uestions oLrt of three. ( I 0 marks each)
Solve

a) i) Explain Support Vector Machine with
llheyaical equations.(5 mk)
ii) Define hierarchical ciustering. Disting
divisive clustering. ( 5mk)

the help of suitable diagram and

uish between agglomerative and

c04 U

b)
ducer the dimension fiom 2 to 1 r_rsinq the
1.,sis (PCrr) algorithm: - -^-'

F eature l:lxantple I l:xarnple2 Ixzrnrple3 Iixample4
XI 4 8 l3 7

x2 I1 + 5 14

tiii.,e n tlie data in'.1'able. rc
Pri ncipal Coniponent,,\nal

c02 Ap

c)

contains

machi

tuning

1 c)A wants toompany customeranalyze todata sallmprove Thees.datas et customer demo'grap hics, purchase andhistory browsing
V1beha or I whichdentify ne thmslearning algori woul clyou app lythefor follo tasks andwmg ustit/J choiceyour

Predict) whether a customer llwl abuy product.
Groii) up wlcustomers rh S imilar bry behaviorlng
Fllt orecast) sales for the next month

1V) uentl bIdentify fr.q v temsought together
orF one of the chosen orlalg thms, twosuggest hyperparameters ttha canbe tuned deand ascribe tabsul le parameter ach.appro

2A

c06 Ap

Q.4 any two qLrestions out of three. (10 marl<s eaclr)
Solve

a) A company
(in $ i 000s).

wants to predict sales (in units) basecr o, adverlisi.g expenclitureThe dataset is: 20 co3 Ap
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*,t,r*tr t,1.**>k* *{<{<*,F,<,r{<*,f ,f ,f -

Advertisine(X) Sales(Y)
1 1.5

2 1.7

J ).L
4 3.8

5 5.1

Find the linear regression equation Y:b0+b1X
Predict sales rvhen adverlisins : 6

b) What is the need of Data cleaning and Data transformation? Also explain
model visualization in machine leaming. cor U

J Explair, ',r-' Jcrrlcept ol ensemble classifiers and discuss their need and

u:ei-ui::.s :l lnachine learning. Briefly describe any four ensemble
:r.::.--:. ":: erplain how each improves predictive performance.

cos U
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