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Solve any Six qr-restions out of Eight'
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co35

x1 x2 v
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Consider the foliowing dataset'

the nearest neighbours

on modelrvith k:3, Predict
Euclidean distance to frndUsing the k-nearest

the value of Y at (x
neighbour G-NN) regressl

1, x2): (1.0,0.5). use the

D

2co35
iD Listactivationfunctionsusedinneuralnetworks.Howdotheyimpact

network performance?
4co65

Differentiate Bias and Variance in Machine Learningiii)
co15

x1 x2 v
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Consider the following dataset'

x2) : (0.5, -1.0)

: 0o + f rxr+ Bzxz using the mean-

redict the value of y at the point (x1'Fit a linear regression model

squared error loss. Using this
ofthe y
modei p

iv)

4c025
v) Define the curse of dimensionality and compare featttre

feature extraction

seiection with
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vi)
2co55

Boosting and Bagging Ensemble techniques'Explain
4co45

istinguishing reinforcementetweenS bcharacteristicdaretWha
'?ESlrlethodologiand learningsupervisedlearning

vii)

2coz5
points

numberummaxrm1S thehatwd1n dimensions,thwl norF dataseta
?VMS Explainhard -margina1e 1nvectors possibof suppott

viii)
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TWO questions out of THREE'Solve anYQu-2
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co410in-d

thmization algorimaximonetail expectatExplaina)
le.with exam n

S on treeDeciofSsticcharacteriustrateil1b)
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Jcos10ktheforlusterscumn ofber (K)the ondeterm ptimalwecanHow a
Jon 1 4.{lusteringmeaiis1.l\'erformonalAddi p? 1ymeans algorithm
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architecture
itswith typesworking processandaof perceptronaln theExpiii)
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Solve any TWO questions out of THREE

Qu-3
2col10varl0usitslnc pestyud ingmtn achinearneDescribe regresslon

ASfor performancesesslngusedcommon lymetricsonuatievaltheand
i)

2co310uction imenstondibeDescrrtantanS lmporedionaldimens itywhv
MLtnreduction techniques

ii)

3CO,+t0
Aoolv Agglomerative clustering algorithrn on grv

o,"il"'0."??ogru,, Show three clusters with its all
en data (table-1) and

ocated Point. Use thc

Single link method.
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Table- 1: Dataset for ve

* * * **x;k ** * )k*** * >k *'k * ** >F *

YXSample No

J4S1

4132

12S3

8f
JS4

96S5

15S6
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